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1. Eaton Solution for VxRail

IPM VxRail connector allows to connect to one VxRail unit.

Through this implementation, the scope is to protect the entire cluster from power events.

When Eaton IPM is embedded in the VxRail cluster, it’s now possible to configure a cluster shutdown action based on a
solution with Eaton Gigabit Network-M2 Card.

To create a VxRail connector, the user only needs to provide the :

. VxRail Manager IP address / or hostname (FQDN)
) vCenter IP address / or hostname (FQDN)
. credentials of vCenter or VxRail Manager

Once the connector is successfully configured, a VxRail Cluster node is created, and monitored in IPM.

Since VxRail Manager 4.7.000 ; cluster shutdown is compatible with IPM 1.67 :
"Configuration policies" and "advanced events and actions" features of IPM can be configured to ensure the protection
of VxRail environment, in case of a power or environmental event.

Notes :

Prerequisites for the cluster shutdown feature with IPM :

° vSphere 6.7 (or above)

° IPM version 1.67 (or above) : IPM Virtual Appliance (OVA) package

° the “Optimize” license is required to activate the VxRail cluster shutdown feature :

° Enable infrastructure connectors in modules settings

° VxRail cluster protected by an Eaton UPS managed by Eaton Gigabit Network-M2 Card. (FW version 1.7.0 and
above) : the shutdown script is relayed by the network card

° IPM is embedded into the cluster : IPM OVA is deployed on the same vCenter as the one managing the VxRail
cluster

° VxRail Software manager version 4.7.000 and above

° Containers are not supported by IPM for the cluster shutdown sequence
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2.  Deploying IPM OVA in VMware vCenter

2.1 OVF template

Notes :

The setup of the OVA is the responsibility of the VMware cluster administrator.

At the end of the deployment of the OVA, you must edit the network settings if you want to have a static IP address
assigned to the server. DHCP is configured by default.

To deploy the IPM virtual appliance:

1. Download the virtual appliance from https://www.eaton.com/us/en-us.html

2. Connect to the ESX/ESXi or vCenter from your client computer using vSphere 6.7 (or above)
3. Log in as a user who has permission to create, start, and stop virtual machines.

4. Choose File > Deploy OVF Template

5. Choose either Deploy from URL or Deploy from file, based on the location of OVA file.

6. Select the OVA file. Click Next.

7. Follow the instructions provided on the Deploy OVF Template.

Deploy OVF Template
Select an OVF template

elect a name and folder Select an OVF template from remote URL or local file system

Enter a URL to download and install the OVF package from the Internet, or browse to a
location accessible from your computer, such as a local hard drive, a network share, or a
6 Ready to complete CD/DVD drive

URL

® Local file

Choose Files | IPM-1.67.242.VA64_OVF10.ova

CANCEL

Figure 1. Deploy OVF Template Select OVA file
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Deploy OVF Template

1 Select an OVF template Ready to complete
2 Select a name and folder Click Finish to start creation
3 Select a compute resource

4 Review details

: Provisioning type e / from temr "
5 License agreements AL Deploy from template

6 Select storage Name IPM-1.67.242.VA64_OVF10-TBR
7 Select networks

Template name IPM-1.67.242.VA64_OVF10
8 Ready to complete o o8-

Download size 767.4 MB
Size on disk 14GB
Folder Datacenter vcenter67
Resource vesxi67-05)
Storage mapping 1
All disks Datastore: NAS14 Virtu; Format: Thin provision
Network mapping
bridged VM Network
IP allocation settings
IP protocol IPV4

IP allocation Static - Manual

CANCEL BACK m

Figure 2. Deploy OVF template complete
2.2 Configuring a Virtual Appliance

To log into the virtual appliance you can use:
° Standard Console of your hypervisor
° SSH Client

With a Standard Console, you will see the following screen.
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IPM - 1.67.242

To access the Intelligent Power Manager web interface:
Commect with a web brouwser to http://10.13¢ = = & &

To access the Intelligent Power Manager console through ssh:
Commect with ssh client to IP: 10.138F = 0
- Login: root

- Password : manager

i
T2 Set timezone

Figure 3. Standard console
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2.3 Configuring networking on IPM Debian OVA

At the end of the deployment of the OVA, you must edit the network settings if you want to have a static IP address
assigned to the server. DHCP is configured by default.

Here’s command lines to execute in order to modify IP address :

1-ip addr

This will show the Ethernet adapter. For my OVA, 2 IP address available
- lo --> loopback

- lan0 --> this is the one to modify

2-vi /etc/network/interfaces.d/lan0

3- modify dhcp by static
iface lan0 inet dhcp --> iface lan0 inet static

4- add

- IP address

- Netmask

- Gateway

- dns-nameservers IP_address_DNS
- dns-search domain.com

Example of /etc/network/interfaces.d/lan0
auto lan0

iface lan0 inet static

address 192.168.1.198

netmask 255.255.255.0

gateway 192.168.1.1

dns-nameservers 192.168.1.2

dns-search domain.com

5- Restart networking systemctl restart networking

6- You might need to flush the interface ip addr flush dev lan0

Notes :

Caution: after these 2 operations, the IP is changed and as you are remotely connected, you should be
disconnected.

That means that you need to reconnect with the new IP address. If this fails, the only way to retrieve
a connection is the vSphere web pages that allows you to open the console of the OVA.
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Set FQDN
vi /etc/hostname
IPM-VA64-1-67-243.domain.com

Edit /etc/hosts

Add domain name and address to the server
vi /etc/hosts

127.0.0.1 localhost

IP_address IPM-VA64-1-67-243.domain.com

eg. hosts file.
127.0.0.1 localhost
192.168.1.198 IPM-VA64-1-67-243.domain.com

Activate hostname
hostname -F /etc/hostname

Restart systemd-resolved daemon
systemctl restart systemd-resolved

VERIFY
hostname --short
hostname --domain

hostname --fqgdn
hostname --ip-address
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3.  IPM configuration for VxRail connector

;i - m *= Logout "admin’
F.-T-N Intelligent Power® Manager ~Help &

Views «/[@ | System

259 Views @ System =
(H3g Mode List About ‘Eaton Intelligent Power Wanager’...

@ Edit system information

0 Edit language

(& Power Source Product version: 1,67 release 242 e
85,8 Hode Map License: Optimize
=23 Events Logs Product key!
Managed Nodes Count: 71 / Unl
License Expiration in- 728 days

P —— Server system name: Debian 9.11 o Edit modules settings
6 ("] Management A

=29 Seftings Location: (21 Edit security setfings
A Auto Discovery Website link: .eaton. i htm
[ Actions / Events @
(g shutdown Language: undefined
(P Infrastruciure Gonnectors Date Format: yyyy/mmidd
3 system Time Format: H:MM:ss
[] Log Temperature Unit: [°C] Celsius
3 User List £ Sean settings
Automatic scan: Disabled
Remove duplicated nodes automatically: Enabled
XML Enabled
Usemame / Password: admin § *****
SNMPv1 Enabled
SHMP community name: public
SNMPv3 Disabled
NUT Enabled
Micresoft Disabled
MQTT Enabled
Username / Password: [

& Edit update setfings

£ 2 Events List & Check for updates

&, Export configuration

Language Settings ## import configuration

& Automatic Update Settings
Interval: Every week
Last Update: {no update done)
MNext Check Update: 2019/11/04-13:33:52
7 Modules Settings
Management: Enabled
Shutdown: Enabled
Infrastructure Connectors: Enabled
Site Recovery Manager®: Disabled
Third Party Connection (vRops / OpenStack AP): Disabled
Simulator Disabled
Data Center Management: Disabled
User drivers: Enabled
Redundancy: Disabled -

& ok: 88 @ warning: 5 @ Critical: 1 € Unknovim: 10 Lastevent: (@) 2019/10/31 - 9:35:53 - eaton-dev.mbt.lab.etn.com - Communication restored

Figure 4. IPM System Menu Configuration
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vm vSphere Client Menu v
. ) [ ite
[l =2 Q & TestOl ® 5 © ACTIONS v
v [ veenter.scamts.com Summary Monitor Configure Permissions Datastores Networks Updates
v \/xRail-Datacenter
, £ pct_templates Guest O5: SUSE Linux Enterprise 11 (64-bit) CPU USAGE
v ) mpla
& = Compatibi ESXi 6.7 and later (VM version 14) O Hz
e VMware Tools: Not running, not installec
W ools: No g, not installed
~ [ VMware HCIA Folder vmware More i MEMORY USAGE
(3 VMware vCenter Server Appliance DNS Name: x oB
(3 VMware vCenter Server Platform Services Controller L oo e=sEs STORAGE USAGE
Host wxnode-3.scamis.com
(R VMware vRealize Log Insight Launch Web Con = 2 S 1.11 GB
£ VxRail Manager Launch Remo
E"S IPM-1.67.241.VAG64_OVFI0 — -
WM Hardware i Motes ~
-
Recent Tasks Alarms ¥
Task Name ~ Target ~ Status ~ Initiator ~ Start Time .| ~ Completion Ti... ~ Server ~ Queued For ~
Power Qn virua 10/17/2019, 10/17/2019
E:! Test! v Completed System L§CEMLS.C... 5ms
machine 4:45:43 AM 4:45:44 AM
Initlalize pow: 10/17/2019, 10/17/2019,
WxRall-Data v’ Completed VSPHERE LOCA 4ms
On 4:46:43 AM 2:46:43 AM
(Y Fpp———— Pl ncf tamnist AR —— 712015 e e T i
All v More Tasks

Figure 5. IPM OVA deployed on VxRail vCenter
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3.1 Configure VxRail Connector :

Open Settings menu / infrastructure connector. Then select option “add connector” and select in the picklist : Dell/ EMC
VxRail.

To set the connection with VxRail, following information are required :

. Hostname or IP address : VxRail Software Manager
. Username

. Password

. vCenter Hosthame

EF: TN Intelligent Power® Manager

“ @& Infrostrecture Conmectors

Hosinama o IP addness = Flugin Stale | Comnectio. . Produet
o Product: Dell/EMC VxRail (1 Item)
3 werailsimn mbt ah stn com (/] DeVEMC ViRal
£= Events List
& Evenis Calendar
Edit connector x
E5 Management
[F ncces settings Prodisct: >
Hcdes Upprade
Q iz Hestaame of 1P vaerall-gimy 1
(B contguration Pobiss address:
3= Settings
23 ¥ Ugername: adminstraterBvsghenebocal
A Auto Discovery
] Actions | Events Password:
¥ intrasinosture Connecions wlenter host name:  veentersTu
P system
Jies (e ]
S User List

Figure 6. Edit Dell/EMC VxRail connector

Once configuration is done and connection established with VxRail, connector is displayed in the infrastructure
connector with a green icon

E:T*N intelligent Power Manager

Views /&  Infrastructure Connectors g Acd a connectar
25 Views Hostname of P address - Connection State  Product (P Eat connector
225 Node List
@R ype: Cluster i3 Product: Dell/ EMC VxRail (1 Item) S - ('@ Remove connector
(ZType ups' rail-siman [} DelVEMG VicRail ¥
n"gumeuap
=3 Events Logs
= Events List

& Events Calendar

Figure 7. Dell/EMC VxRail connector configured
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3.2  (Cluster Monitoring :

Then in the node list, virtual asset managed by the VxRail connector are retrieved and displayed in the node list.
In this case, the VxRail cluster.

E-T°N

Intelligent Power® Manager

Views /@  Mode List @
=] '._i_\"w! Type Status HName Descripson Power Source
H
=35 Node List . @ woerail-si A hyper-convenged infrastruciure appliance that combi...  gen/b3011568c51
@ Type: Cluster' © vxrail-simu
L (Fype ups' A hyper-converged
o 8 Hode Map infrastucture appliance
‘ that combines Vidviare
=] ._J.Et!m Legs o compute, nehworking
= Events List acriplin and storage into one
- single system for ease
4 Events Calencar ot dployment snd
= 3 Management managament
(@ odes Setings Serial numoer Py
(g Hedes Upgrade ey DelEMC ViRad
() Consguration Policies Manager
35 Settings A Cialie e weanters T mbtl
B futs Discovery Wikware vienier 2User VM i
] Actions / Events
(F ntrastructure Connectors Statue =
@Svsrun VxRail cluster health O Heanny
Jieg ViMiware vCeniler connection stale @ connected
[ user List
Estimated runtime 1o shuldown In1Zmnd0s
Power Source =
@ gentd i Master outpul
Events al-
Hatus Date Message
© 0131003140056 Communication restored
©  20191003-140056 Communication vith dew..
{ |Pagelr lofr| ¥ ki | @2 |[100 v Items perpage Desplaying 1- 1of 1

Figure 8. Dell/EMC VxRail Cluster monitoring
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3.3 Eaton Gigabit Network-M2 Card settings :

Discover the card : settings / auto discovery
If you know the IP address of the card, please use "Address Scan" option

F:-T-N

Intelligent Power® Manager

Views @)@ NodeList | Boouck sean
3 Views Type Status Hame 1P address Class Lecation Access « Link BiRange scan
53 Node Lint ] (] waraid-simu 1 DelVEMC VxRal Ma B Addressies) scan
B Tvpe: Tluster
(B Type: UPS T ] *10. 10 Eaton Gigabit Netwo R admin ® ¥
o &
2,8 Hede Map @ ] "o 10 Eatan Gigabit Netwo K wmn @ 2
=5 Events Logs 3
= Events List @ (] "ups- 10 Ealon Gigabd Netwo... RA&D Montbonnot & wmn ®
& Events Calendar
23 Management i-]
@Noﬂes Seltings (3 Manage dupicated nodes.
[gd Hodes Upgrade s
[FZ) consguration Pelicies
=/ Seftings
Fusuto Discavery | Address{es) scan x o
I Actions / Events
E : User ditv
F infrastructure Connectors Address: |10.1 EE User deivers eddor
(,?Syslem [ Force node(s) creation =
g 3 BlExpontta CSV B

] Override global authentication settin
(3 User List o . “

(san ) (e ]

Figure 9. Discovering the Eaton Gigabit Network-M2 card

Once Network card is discovered, credential must be set : Please select the card and click on "Set node access
parameters" and set the card credentials.

* Logout “admin’

i : g
E-T-N Intelligent Power® Manager “Heln &
Views: &  Node List JB Ouick scan
a2 _J-\"EW! Type Status HName IP address Class Location Access - Link P‘ Range scan
ﬂ=-‘§° L"‘CI . ] [} verailsien DeNEMC VxRail Ma R Addeessies) scan
ype: ‘Chiste - —
(B Type VRS @ @ *salon-dey 0 Eaton Gigabit Netwo._.  Montbonnol lab o ® (@) Edit node mnformation
o
a4 Nade Map @ o 10 10 Eaton Gigabit Netwo & v @ &2 Sel node access parameters
=53 Events Logs = [Eg Create new policy
3= Events List @ ] "0 10 Eaton Gigabit Hetwo & somn (B
# Events Calendar = = . -
1 "ups-£ 10 Eaton Gigabit Netwo... RAD Montbonnot admin [ -
= =3 Management @ e & (C] [ gremeve nodes
[ Hedes Semtings ¥ Manage dupcated nodes
g3 nodes Upgrade Hl Setect
[F) consguration Pobicies S
=3 Seftings | Access x|
F auto Discovery e | >
J Actions | Everts # MQTT [
“J Infrastructure Connectors - d e
i Username: admin L{dual\ve driver node
[ Log Password: ansanend] B Export o CSV fle
3R User List

Figure 10. Set Node access parameters to Eaton Gigabit Network-M2 card
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Then connection with Network card is Ok

Nede List
Type Stalus Name IP address Class Location
. 0 varail.gimu Del/EMC VxRail Manager
@ (] eaton-dev. Ealon Gigabit Network Card... Montbonnot lab

Figure 11. Eaton Gigabit Network-M2 card access parameters configured

And, the UPS managed by the card is correctly monitored by IPM

ACCess o Link

am@

E.-T-N

Intelligent Power® Manager

Views W @ Mode List Ll
23 Vewrs Tiee Status . Name Cresorghon, Locatan Contact Link
35 Mode List @ @  eawnsem Eaon SPX 1004 RT 20 Moniosnal lab ®
B rice: Chater %
[ Type UPS' @ o ®
:gnea:un @ o 10 ®
2 5 Events Logy P R
- ups-4.64.0 tabe RO Moroneat Genepl eam
= Events Lt - 9 @

& Events Catende
2 Management
[#Enades Sattings
[ riodes Upgrage
(D centguraton Poicies

Ssenngs
B i Dazavany
LT Actiora | Everts
Fintrastcturs Connetion
s
Cleog
5 User Lint

{ Pagell of1 b bl @@ 100 | !thems per page Dipliing 1 - 4 of 4

Figure 12. Monitoring of the UPS managed by Eaton Gigabit Network-M2 card
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4.  VxRail Cluster Protection Policy

4.1 Configuration Policy

Define a protection policy by targeting the VxRail cluster and defining the power source of the cluster : the UPS managed

by Eaton Gigabit Network-M2 Card.

On the node list :
. Select the cluster
. Right click and select Create new policy

* Logout ‘admin’

. ;
E-1-N Intelligent Power® Manager “Help &
Views «|@|  MNode List @ Selection view B
53 Views Type Status Name Deseription Power Source Information -
9278 Node List ] wvxrail-simy mbtlab efn.com An d i appliance that combines Vidwars compute,

R Type: Cluster
(@ 1ype: wPs
= () Power Source
T8 Power Components

(@) Edit node information
/2 Setnode access parameters
Create new policy

@ vxrail-simu_mbt lab.etn.com

A hyper.converged
infrastructure appliance
ihat combines Vllware

compute, networking

48 Node Map Description and storage into one
5 single system for ease
S5 Events Logs of deployment and
2 Events List o (ot by Eerward management
1 Events Calendar B0347763-0c e
Deselect all Sealnuber; 4ae-5371a78ef6
BE3 Management Class DellEMC VxRail
(72 niodes settings Ha

13 Nodes Upgrade
(&) Gonfiguration Policies
(=3 Setiings

P Edit filter view

&8 Export to Csv file

Wivware vCenter address
Wivware vCenter #User Vi

veenter57. mbi lab.etn ¢
om
1

£ Auto Discovery Slants =
] Actions f Events VxRail cluster health @ Healthy

G shutd

LP Sk VMware uCenter connection state @ connected
(7 Infrastructurs Cannectors,

% Data Center Management Power Source -
73 system

@y No power source

Flea

Figure 13. Create New Policy on the VxRail Cluster

Then configure the parameters :

. Target nodes = the VxRail Cluster to protect

o Class list = Power source

. Power source=the UPS protecting the VxRail Cluster

13
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Edit selected policy [x]
Configuration policy name*: E\.I‘xRaiI Protection Policy |
Target nodes: 1 Modes: vxrail-simu.mbt.lab.etn.com

Class list: 1 Class: Power Source

Configuration policy settings:

Class Data Value Edit
Power Source Power Source* eaton-dev.mbtl... ?
Power Source Load Segment* Master output ?

[ Save ” Cancel ]

Figure 14. Edit Policy on the VxRail Cluster

Save the policy : the power source of the cluster is set.

IPM will propose to create a shutdown action : click on "yes" (or create it from Actions/events menu)

E-T-N Intelligent Power® Manager

Views “|@ | Node List @ »

S'J:I"BN! Trpe Sahis Hame Descriplion Power Source | Tnfarmation -
2% Hode List | woxrai-sima mbt Lab eln com am
. X yper-converged infrastructure appliance that com
@ Tipe: Cluster @ o @ vxrail-simu. mbt lab.etn com
K Type: ups A hyperconverged
@ 'y Power Source nfrastructure
+ appliancs that
”Ea oce Moy cornbines Vidware
=3 Events Logs compute,
. TE\.QN;W Description netwnﬂc-ny and
Ly storage indo one
@ Events Calendar single sysiem for
. ease of deployment
=23 Mm“mﬂl and manaqemem
(8 Nodes Settings 60a47750-0c3c-
" Modes Upgrad Sertal number 4deb-atae-
gdriodes Upgrade : rem SAT1aTEHE!
(%3 Configuration Pokiies Create new action ® . DelVEMC Weail
333 Seftings Do you want to create a shutdown action for the newly created e i
B Buto Discovery policy? Viwiare vCanlar sddress MRS oL
] Achions | Events Vidware vCenier #iser VM 1
& stossom :
[ Infrastructure Connectors | Status -
@ Data Center Management | iRall cluster health O Heamny
g f&:@“ Whiware wCenter connection stale @ Connected
0 User List | Power Source >
Hame o eaton-dev.mbi lab ein com
| Description Eaton 9PX 1000i RT 2U
| Location Mantbennet lab
| Contact 3
| 1P address
Outiat group Master output
| Link

Figure 15. Create New Shutdown Action on the VxRail Cluster
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4.2 Configure New Action : Cluster shutdown

The modal opens and is based on the policy previously configured :

o Define the Action Name
. . . . . . i n . n
. Define in the events list the trigger that will start the action : example "power failure" on the UPS
. n n
. Then select the action type : "Cluster Shutdown".
. In action settings, select the VxRail Cluster as Target of the action
. Configure timeout values
o Save action
* Logout ‘admin’
) 4 13
E-T-N Intelligent Power® Manager - Help
Views “1 @ | Node List @ | Selection view »
i Views Type Status Name Description Power Source Tnformation
225 Node List
LE ) varail-gimu mbllab etn.com A hyper-converged infrastructure appSance that combi genfe2cS04al2,
B 1ype: Chuster ® o © vxrail-simu.mbt iab.etn.com
(EType: UPS Edit action o A yparconverged
o Power Source i — ifrastrsciune
Action active: ¥ 200k
Ji,ﬂﬂ:d: Map com;?!zs“{."l‘;:::
=] vients Lags compule,
- Events Lint I Chsiey shitdosmi R ,',‘ﬁ‘::;g*,ﬂg S
o L an
# Events Calendar single sysiem for
- Events List™; 1 Events Logs: Power Failure ease of deployment
3= Management and management
[JEtiodes Settings 50047789-0c3c.
¢S . Sesial numb: 4deb-asac-
[Sg‘rlmeq Upgrade Event Source: Vil Protection Policy erial number (de-asae.
|22} Configuration Policies Class DeVEMC ViRl
=23 Sefings = 5 Manager
Acti : . -
£ s Descovery o e oy b4 Wihiware vCenter address byl 'r']:\l;:r:
) actions | Events Whhieare vCénter #UseE VM 1
Settngs:
‘P Shuidowm s Name Vake
Status
et b The clusterta...  vrail.simu mbLlab, etn com V4 =
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Figure 16. Edit Shutdown Action on the VxRail Cluster
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Policy is saved : power source of the VxRail is configured

i . : = Logout ‘admin’
E-T-N Intelligent Power® Manager -~ Help &

Views «| @ | Configuration policies list @ Selection view
B3 Views Type Hame List of Classes List of nodes (E3 Croate new policy
= gn'&“ Lt VxRail Protection Policy Power Source wxrail-simu mbt 1ab etn.com (@it selected policy
Type: 'Cluster’
[ @ Type: ups' (65 Add/Remove target nodes tolfrom the selected policy
@/ Power Source 3 Copy selected policy
5
Nede Maj
od e ([F@Remove selected policy
=455 Events Logs
e )
& - Events List Node list from selection [=]
L& Events Calendar - =
ype. ame

@45 Management
Nones Settings u vxrail-simu.mbt.lab etn.com
(g3 nodes Upgrage
@ Configuration Policies
(=3 Seffings
A% Auto Discovery
[ actions 7 Events
(= shutdown
[ Infrastructure Connectors
‘Q Data Center Management
9 System
D Log
G user List

Figure 17. Policy configured for the VxRail Cluster

Shutdown action is configured : now, select the action and click on "test selected action" to trigger the action. It will
simulate a power event and start the cluster shutdown action.

; *= Logout 'admin’
N Intelligent Power® Manager - Help

et «|@]| | Actions f Events ["d Create new action
=] Su\.‘_ifws (&) Cluster shutdown () Copy selected action
= &g Node List Action type: Cluster shutdown The cluster farget - vxrail-simu.mbt.lab.etn.com z i =i b iohe
@Ty’pe: ‘Cluster Events List: Power Failure Crtical ViMs: - None —
(@ Type: UPS' Event Source: VxRail Protection Policy VM shutdown timeout (s): 20 (et selected action
] \:-f Power Source VM migration timeout (s): 120 [Remave selected action
\:?&Nbde Map E Event Log
=3 Events Logs Action type: Event Log Message: {Message} Rl e E
E - Evens List Events List: Information Alarms, Warning Alarms, Critical Alarms, Unknown {5 Show Simplified Action View
=i} State Alarms
| @L;,:a:::::nrlemar e ) Edit event rules
[JNodes settings (D) Notification
[g3Nodes Upgrade Action type: Notification Message: (Message)
Cunﬂgura(iun Policies Events List: Information Alarms, Warning Alarms, Critical Alarms, Unknown
353 Seffings State Alarms
= Event Source: remove
&Aulo Discovery
L] Actions | Events
QPShuldown
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‘Q Data Center Management
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Figure 18. Action configured for the Vxrail Cluster
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4.3 Execution logs for VxRail Cluster shutdown

After a cluster shutdown, execution logs are available directly from the Eaton Gigabit Network-M2
Card :
Card Menu/System logs/Download System logs/File name : System

: Status Output  Battery
Eaton Gigabit Network Card admin (local) Fiigh emeency mode E

Demo card in Server room#1 Logout g prorection: communicati... ow A

CD System information Resources System logs Administration Commissioning

Meters
System logs
Hi Click on download button to choose system log files
o
Download system logs
v
Protection

&4
ENs0ors

Card

Figure 19. Eaton Gigabit Network-M2 card user interface

Download System log files

Log File name

{+

Update

[ 1
I A
[ n
n s}
(]

- E
¢ (-

L%
G
i
3
{+

Close

Figure 20. Eaton Gigabit Network-M2 card download System log files
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From the CSV file downloaded, these logs will track the success of the cluster shutdown action :

Date Time(UTC) Facility Priority Application Message

2019-10-17T15:09:31 local4 info protection

2019-10-17T15:09:41 local4 info logmessage VxRail system is Healthy
2019-10-17T15:10:50 local4  notice

2019-10-17T15:11:54 local4 notice logmessage VxRail shutdown completed
2019-10-17T15:11:54 local4 info protection

5. Cluster shutdown scenario for Dell-EMC VxRail

vm vSphere Client

Menu

8 @ % TestO1

v [§ veenter.scamts.com

+ [ VxRail-Datacenter

summary

< [ pcf_templates
£y Testol
» £ VMware HCIA Folder
ﬁ VMware vCenter Server Appliance
£ VMware vCenter Server Platform Services Controller
(% VMware vRealize Lag Insight Launc
ﬁ VxRail Manager Launch Rema

5§ IPM-1.67 241.VAB4_OVFIO

VM Hardware

Recent Tasks Alarms
Task Name v | Target v Status
Pawer On virual

LPIJ TestO1 v Completed
machine
Initialize powering

[H vsRall-Data... v/ Completed
on

Wlmiim mmtiiee Flmef rnraniar ]

All v

Figure 21. IPM OVA deployed on VxRail vCenter
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4:46:43 AM
10/12/2019
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Networks

ESXi 6.7 and later (VM version 14)
ols: Not running, not installed
More info

~

Start execution of script "Custom Shutdown Procedure". (0984d3f3-585f-56ec-abd6-b9c0f39af590)
logmessage VxRail is shutting-down with request c5d230cb-421e-4baa-blbc-e5a0ab63ealb

Execution of script "Custom Shutdown Procedure" succeeded. (0984d3f3-585f-56e c-abd6-b9c0f39af590)

Updates
CPU USAGE

O on:
MEMORY USAGE

STORAGE USAGE

8 1nce

~
¥
Server v Queued For v
centerscamis.C..  5ms
4ms
- pte - A rar i
More Tasks
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5.1 Shutdown workflow with Critical VMs and Management VMs :

4 * Logout “admin”
E:T-N Intelligent Power® Manager - Help &
Views « @& Node List & Selection view »i&
33 Views Type Status  Name Description Location Contact Link Information
2% Node List
- A hyper-converged infr

K& Type: Cluster ® o @ 192.168.116.138
eType i A hyper-converged infrastructure
I Type: 1PP appliance that combines VMiare
u”pe UPS Description compute. networking and storage

into one single system for ease of

s
o5 Node Map deployment and management
=3 Events Logs P address O e
£ g Events List Serial number azys e 4

@ Events Calendar Class DelVEMC Vxi
=5 Management VMware vGenter address B £
@”we! Setings VMware vCenter #User VM 2
(@) Nodes Upgrade Status =
() Configuration Policies
3 E3Setings VxRail cluster health @ Healthy
A& Auto Discovery VMware vCenter connection state @ Connected

] Actions / Events
(F Infrastructure Gonnectors Power Source -

@ system No power source
'ng Events oj(=
3 User List
Status Date Message
© 0191016102011 Communication restored
Page|l |of1 @ | 100 | v items per page Displaying 1 - 1 of 1

Figure 22. VxRail Cluster Monitoring

System VMs are hidden in IPM Ul to prevent user to configure unsupported action on them. Only the VxRail
Cluster is displayed in IPM.

User VMs and management VMs are detected automatically by IPM, no need to add them to the critical VMs in
the configuration Policy.

Shutdown sequence : Trigger event will initiate the shutdown :

. Guest Shutdown User and Business VMs : shutdown first non-critical then critical

. IPM order to the Eaton Gigabit Network-M2 Card to schedule the cluster shutdown
. Shutdown IPM VM

. Eaton Gigabit Network M2 Card request the VxRail Cluster shutdown API endpoint.
. Shutdown System/management VMs : (managed by VxRail Software manager) :

o VMware vCenter Server Appliance
VMware vCenter Server Platform Services Controller

o VxRail Manager
o VMware vRealize Log Insight
o ESRS_VE.x86_64

End of scenarios
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Notes :

Cluster shutdown can’t start if VMs are still running on the cluster.
IPM 1.67 do not support Containers.

IPM 1.67 do not support the restart of the VxRail cluster
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